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1. Introduction

A soccer game is a real world situation where cer-
tain constants exist. There is one ball, 11 players in
each team, two goals and distinct borders that convey
certain meanings. With a knowledge of this system
an approach to visually detect inherent objects can be
made. For this project a small, well defined recogni-
tion task has been picked. Players and ball shall be
registered on a basis of their distinct movement char-
acteristic. Movement as a kind of motion in the real
world relates to brightness variations when projected
to a two-dimensional medium, like an image or a video
sequence. The reverse process, namely estimating the
motion field from a sequence of images, is called the
optical flow estimation.

1.1. Motivation

The foremost idea was to analyze a “real world”
problem using techniques of a particular area of com-
puter vision. The visual area of interest is a scene of a
soccer game, the task is to obtain visual information,
as positions of ball/players, line positions, directions
of movement etc. That information can later be used
as input data for an information system which could be
blended on the original scene. It could as well be used
to create a three-dimensional reconstruction of the in-
vestigated scene. Another application would be the
control of a camera that tracks the ball, a player or any
other recognized object. The variety of visual stimulus
and motion in a soccer game is quite huge. Concern-
ing the scene movement of the audience, of players
and referees, the geometry of the field, maybe weather
influence can be considered. Concerning the camera
there may be zooming, panning, sudden perspective

variations or a combination of those. Taking that into
regard, a technique to analyze motion has been chosen.

1.2. Related Research

Optical flow as a method to recover a motion field
can be used to recover three dimensional motion of the
visual sensor and the three dimensional surface struc-
ture. Other application areas are motion detection, ob-
ject segmentation, time-to-collision measurement (3).
Of the variety of techniques to compute optical flow
two major classifications can be made in a) differ-
ential, gradient based and b) feature based methods.
Methods based on the spatial and temporal gradients
of the image intensity have been applied by (1,2). Op-
tical Flow in combination with image registration has
been used by (5). A comparison of different methods
has been done by (3).

1.3. Hypothesis

Ball and player should be distinguishable on a ba-
sis of their movement characteristics. The Ball is pre-
dominantly moving in one direction, whereas players
perform submovements (with arms and legs) into dif-
ferent directions, though having one main direction.
Two or more pictures are needed for a motion analy-
sis. Within a sequence of n > 2 pictures the objects
should be trackable by using their flow vectors as a
window replacement. Evaluating further pictures of a
sequence might enforce robustness by statistically sub-
stantiating the results.



2. Technical Approach

The method to estimate optical flow used in this
project is gradient based (1), using the flow constancy
approach, as shown by (6,7). As this method makes
use of no higher than first derivatives, it is less sensi-
tive to noise (6). The optical flow constraint equation

Exu+ B+ E =0

is one equation and one unknown. This is not suffi-
cient to define the optic flow solution. In other words
there is only one independent measurement (bright-
ness) available from the image sequence at a point,
whereas the flow velocity has two components (1).
An additional constraint, namely that of flow con-
stancy is introduced. This assumes that the changes
in brightness patterns varies smoothly in the image (1).
So over some finite window W the flow should be con-
stant, at least for a short duration (3). To find a (u,v)
that satisfies the constraint equation

Eyu+ Eyv+ E; =0

the squared violation of this constraint with respect to
the variable of interest is seeked

min(u,v)(Eyu + By + Ep)?

Now the term is differentiated with respect to the vari-
ables of interest, namely u and v

min(u, v) Z Z 2, (Eyu+ Eyv+ Ey) =0
W W,

min(u, v) Z Z 2Ey(Eyu+ Eywv+ E) =0
W, W;
which yields two equations in two unknowns. Con-
verting into matrix form gives

u — ZZE:B2 ZZExEy _ZZEt
A% ZEESCEZJ ZZEZ’2 _ZZEt

A typical size of the finite window W is taken (5x5),
as proposed by (7).

To attenuate noise, that is amplified by the derivatives
(Ey, Ey, E}), spatial filtering as well as temporal
filtering is applied to the images of the sequence. A

Gaussian filter with unit standard deviation is used for
filtering (6).

For the estimation of partial derivatives of the
brightness (£, E, and E}) of an image point E(i,],t)
each point is convolved with a Sobel edge detector
mask.
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The aperture problem is that over a finite window taken
into consideration, a movement might not be recog-
nized for it’s speed or it’s direction. To handle the aper-
ture problem, the multi-resolution, multi scale princi-
ple of the Gaussian pyramids is applied. On the one
hand fast movements can be recognized, on the other
hand more input for the statistical evaluation is gener-
ated.

2.1. Problem Analysis

A sequence of pictures of a soccer game from the
Television contains different kinds of motion that
are not all directly related to the movement of the
players or the ball. That is for example panning and
zooming of the camera. To reduce the problem to
one of detecting changes to a (more or less) fixed
background, a sequence with a stationary camera has
been hand shot.

The video sequence is transferred to single im-
ages (of size 320x240 with 255 greyscale levels).
A number of at least two of these images is to be
processed. For the first picture of the sequence,
reference windows around the objects of interest (ball,
players) are set manually. The optical flow will be
calculated within these windows. The size, that will
be set equally for all windows, should be appropriate
to the size of the players. As the players are usually



larger than the ball, the size will be appropriate for the
ball.

Lowpass Gaussian Pyramids with a height of
two are generated to have more evaluable data. Flow
analysis of the pyramid represents fine to coarse
movement. On the first level (original image size) fine
movement is captured whereas higher levels resemble
more coarse movement. A level of two has been
chosen for the example sequences since the object
window size on the first level is with 30 already quite
small.

The optical flow is calculated within these win-
dows with the flow constancy method. The output is
written to pgm files, separately for U and V as well as
* dat files, that are readable by Matlab. Both give a
visual representation of the flow values for each pixel.

To evaluate the flow results in terms of object
registration, statistical distributions are calculated.
Usual methods are applied as: min, max, the four
moments (mean, variance, m3, m4), skewness, kurto-
sis. These values are written to *.dat files for visual
analysis in Matlab. Finally the appropriate statistical
functions have to be chosen or expanded to yield a
proper differentiation between the objects.

So far two subsequent pictures are necessary.
Using more than two pictures of a sequence requires
the recentering of the object windows with regard to
the objects, since the objects have presumably moved
from one frame to the next. As the optical flow vector
(Z‘) has already been calculated, it can be used for
the replacement. To track the displacement of the
objects in the subsequent pictures a finite displace-
ment method as proposed in (6) is supposed to be used.

To have a measure of quantifying the results of
the algorithm, each window is flagged with a property
“player” or “ball”’. The results of the statistical
evaluation are then compared to those demands.

2.2. Implementation

The Implementation is done in C. Input Images
are read and written in pgm binary format. The

images can have any size but have to have a fixed size
related to each other. Parameters are the filenames
filename001, filename002 ... Further parameters set
positions of the objects in the first frame, size of all
objects, method of statistical output etc.

example: optflow imgl.pgm img2.pgm ...

The main steps of the algorithm are

(1) read images and create pyramids

(2) filter each image of the sequence with a Gaussian
filter

(3) filter each image of the sequence along the tempo-
ral dimension with a Gaussian Filter

(4) calculate the optical flow values u and v for each
pixel in the object windows

(5) evaluate the kind of object depending on intrinsic
flow parameters (by making use of statistical evalua-
tion methods) and write results to file

(6) reposition the window according to the calculated
optical flow

(7) repeat with the next object, pyramid-level,
sequence-image-pair (go to 4)

3. Empirical evaluation

Two sequences each with ten pictures are used as
input. Objects are hand-set with respect to center and
type. That yields twenty tries to register the objects.
The first frame has the ideal window positions, since
these are hand set. The subsequent pictures will repo-
sition the windows or regions of interest to the new
estimated centers. That will bring results depending
on ideal or less ideal mappings of objects and regions
of interest.

3.1. Experimental Design

As input for the algorithm video sequences have
been shot on the York University Campus. Two scenes
where ball and players have a spatial distance have
been chosen to be an appropriate input. Sequences
with occlusion have not been regarded.

Center coordinates of players and ball were hand-
selected (2) and given as parameters to the program.
The size of the region around the objects is given as
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Figure 1. sequencel, 10 pictures: b) mean
values, good results up to image 3, but then
problems due to inproper tracking

another parameter. The algorithm is going to register
the object inside the window as a player or a ball. Af-
terwards the results can be compared to a manually set
registration.

3.2. Results

The optical flow values as of u and v give informa-
tion about speed and distribution of movement inside
the marked regions of interest. The tracking does not
yet work satisfying. This is due to the fact that it only
relies on the calculated vector based on u and v of
the first pyramid level. This vector yields a proper
direction of the object’s movement, but lacks proper
distance. A method of finite displacement (6) would
approximate the movement distance. A consideration
of u,v from a higher pyramid level would give further
support for proper displacement.

Comparing the statistical functions, the follow-
ing have been found useful for the purpose of yielding
differences between ball and player (see Fig. 1,2,3,4):
a) maximum positive value subtracted by the unsigned
max. negative value: abs(max) - abs(min)

b) mean (or first moment) of values (Fig. 1,2)

¢) mean of positive values subtracted by unsigned
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Figure 2. sequence2, 10 pictures: b) mean
values, good results over the whole sequence

mean of negative values: pos.mean - abs(neg.mean)
(Fig. 2)

It shows that the most robust differentiation is given
by c¢). The diffPn() function filters the zero values,
so that they do not have an influence on the height
of the pos. and neg. mean distributions. Depictingly
that is to put all positive values on a scale, to put all
negatives values on the other scale and regard the tip
of the scales. The player values balance the scales,
whereas the ball values pin down the scale on either
side.

Assuming that the objects are correctly tracked,
the diffPn() function as a distinction of ball and
players gives quite good results (see Fig. 3,4).

The figures show a mean calculated from the
values of pyramid level 1 and 2. This mean is more
significant than the values of each level.

In this project just the relative differences of “ball”
and “player” flow results have been considered. A
further step would be to have a threshold between
those two regions. The results show that with the
given methods it is difficult to name a fixed threshold.
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Figure 3. sequencel, 10 pictures: ¢)
pos.mean - abs(heg.mean), good results up
to image 3, but then problems due to inproper
tracking

Distribution of spatial support of non-zero flow
values has not been considered as a measure.

4. Conclusion

The algorithms described above have been imple-
mented and tested with exemplary extracts of the hand
shot sequences. The results of the optical flow com-
putation have shown to be a useful measure of dif-
ferentiation of the objects of interest. The methods
found for differentiating very specific objects as ball”
and “’player” can be more put it in more general terms
as methods to differentiate between objects moving
in a uniform fashion (ball) versus objects moving in
weighted directions (players).
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Figure 5. typical picture of the flow (here: u)
of a ball
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Figure 6. typical picture of the flow (here: u)
of a player
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